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Abstract

Traditional methods of disease diagnosis can be time-intensive, error prone and invasive to the subject. These methods are also prejudiced by the doctor’s subjectivity. These issues can be resolved by using automated diagnosis methods. There is a considerable dearth of medical experts today, especially in the rural areas. The use of computing technology may help to assist in the diagnostic process. This paper proposes the utilization of computers to detect melanoma skin cancer. Melanoma skin cancer can be fatal, especially in its later stages. However, it shows a high recovery rate when it is detected in its early stages. Considering the lack of medical professionals, early diagnosis of melanoma may be tried using machine learning algorithms. This paper explores hybrid wavelet transform based melanoma identification using ensemble of machine learning algorithms. The hybrid wavelet transform is produced using Discrete Cosine Transform and Haar Wavelet Transform as its components. The sizes of both components are varied from 4x4 to 128x128 to obtain the hybrid wavelet transform. Experimentation performed on the transformed dermoscopy skin images with machine learning algorithms and their ensembles gives rise to a total of 196 variations. Overall, if the average of the metrics accuracy, sensitivity and specificity is considered, the SVM algorithm using the hybrid transform of Haar 8x8 and DCT 64x64 gives the best performance, followed by the SVM algorithm using hybrid transform of Haar 128x128 and DCT 4x4. The improvised performance with reduced feature vector size, obtained by merging of two transforms, to generate hybrid transform is the major contribution of the proposed method.
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1 Introduction

Nowadays medical professionals highly rely on various automated detection techniques to assist them as these methods have proven very helpful for early detection of diseases. Earlier X-ray, ultrasound, MRI and other Computer Aided Diagnosis (CAD) systems were used for a faster identification. These automated systems are mainly used in the cases of skin cancer where early detection is of utmost importance and can be life altering.

Skin cancer is one of the most preventable cancer, it is also the most common cancer diagnosis found with over two million people diagnosed every year across the world. The ultraviolet radiation (sun’s UV
rays) is the most common cause of skin cancers. Melanoma, which is a type of skin cancer, has been rising severely in the world for almost last 2-3 decades. It is observed that this type of skin cancer is 20 times more common in white people. People having potential genetic syndromes have a higher risk and need to regularly visit their dermatologist as a precaution.

Advanced machine learning algorithms and image processing techniques have been used in the automated systems which provide an efficient and effective way for skin cancer identification. The traditional methods were highly time consuming which involved an experienced doctor to manually go through the images to identify them with help of identification techniques like ABCDE rules, and as there was a lack of expertise in this field, these methods were having dire consequences. As a result there was a need for accurate systems which delivered results promptly for identification of melanoma skin cancer as the prognosis of melanoma skin cancer is good only when found immediately, but it is found that it drops precipitously when it spreads to other organs. This has given rise to different techniques and immensely advanced systems, with the help of which doctors are able to identify the symptoms early and then act on it immediately.

The U.S. Preventive Services Task Force (USPSTF) has made some conclusions stating that there is not enough proof to recommend against or for total body examination to find this skin cancer early. Hence such automated systems are need of the hour for the doctors all around the globe to assist them in all possible situations in early identification of melanoma skin cancer.

The paper is structured in the following manner: Section 2 is where literature survey that was conducted for this paper is described. The proposed method is discussed in Section 3 while Section 4 illustrates the environment in which the experiments were conducted. Section 5 explicates the results that are obtained in the experiments and Section 6 gives concluding remarks on the same.

2 Literature Review

Automating the process of identifying melanoma from dermoscopy images has been previously undertaken by Patwardhana et al. [16], Tommasi et al. [21] and Yu et al. [22]. The activity of automating melanoma recognition can be considered as a categorization problem, where the algorithms are trained to classify the images as having malignant or benign melanoma.

The initial attempts at classifying melanoma involve the use of low-level features such as asymmetry, border and others [1] using the clinical view [2]. These attempts were categorical and rule-based and involved the use of naked-eye images with no pre-processing.

The succeeding attempts were led by the development of the technique of dermoscopy. These involved the use of surface level features [3], pattern analysis [4] and multiparameter linear classifiers [5]. The introduction of dermoscopy images proved to be an important step as it showed better and more accurate performance compared to naked-eye images [6].

Further attempts consisted of the use of texture-based features like RSurf [7], textural features [8] and extraction of texture features using Gray Level Co-occurrence Matrix (GLCM) [9]. Experiments were also conducted using color features like relative color approaches [10], different color spaces and their combinations [11] and a combination of color and shape geometry [12].

Researchers have also tried using transformation techniques like Local Binary Patterns (LBP) [13] and GLCM [14]. There have also been attempts involving the use of segmentation of the dermoscopy images using methods like Delaunay Triangulation [15] before classification. There have also been efforts to use various transforms like wavelet transforms [16] [24], Radon transforms [17] and discrete wavelet transforms [18].
Experiments have also been conducted by extracting colorimetric and geometric features from images and using these features to train machine learning classifiers like Support Vector Machines (SVM) [19], Naive Bayes [20] and kernel-based classifiers [21].

More recently, progression in deep learning technologies have allowed researchers to use various styles of neural networks like Residual Neural Networks [22] and Convolutional Neural Networks [23]. While these deep neural networks provide highly accurate classification performance, they have some major downsides as well. The training of these neural networks mandates a huge dataset, with an even balance between tuples of all classes. The training of these networks is also time consuming and computationally intensive. The configuration of these networks is also not easy, with a lot of trial and error required while tuning the parameters.

3 Proposed Method

Initially have the Discrete Cosine Transform [24] matrix of sizes 4x4, 8x8, 16x16, 32x32, 64x64 and 128x128 as well as Haar Wavelet Transform matrix of sizes 4x4, 8x8, 16x16, 32x32, 64x64 and 128x128. With the help of these two matrices we form the Hybrid Transform Matrix for Hybrid Transform (HT) consisting of Cosine:Haar-32:1 HT, Cosine:Haar-8:1 HT, Cosine:Haar-2:1 HT, Haar:Cosine-2:1 HT, Haar:Cosine-8:1 HT and Haar:Cosine-32:1 HT, accordingly giving an output matrix of 512x512. We can see this in figure 1 which shows us the formation of Hybrid basis matrix.

![Figure 1: Phase 1- Formation of Hybrid Basis Matrix using combination of Discrete Cosine Transform and HAAR Wavelet Transform matrix](image)

Figure 2 shows us how the Hybrid Matrix is formed in a detailed manner, where we can consider Matrix A as Haar Wavelet transform matrix and Matrix B as DCT matrix and vice versa. We can see that every element in the 1st row of Matrix A is multiplied first by the 1st column of Matrix B then with the 2nd...
column of Matrix B and so on. So, our resultant matrix width becomes MxN. In the following row we put the values of second column of Matrix A as it is and fill the remaining row by zeros. For the next row, we then shift the values ahead of the previous row and continue this till the last element of the row is filled by the value as seen in figure 2. We carry this on for the remaining rows of Matrix A and then we have our Hybrid Transform Matrix formed.

Figure 2: Generation of Hybrid Matrix

The Dermoscopy Skin images are initially read from the dataset in RGB color space. The Hybrid transform matrix which is generated with a combination of different sizes of Haar Wavelet Transform Matrix and DCT matrix is then applied on these images which give us a resultant image of size 512x512 as seen in figure 3. The Hybrid transform matrix is applied on each channel of the RGB image individually and the feature extraction process is performed separately for each channel.
The images transformed using the Hybrid Transform matrix then act as a training feature set for both, the individual machine learning algorithms and their ensemble combinations. These algorithms are trained with a k-cross validation of 10 folds. The trained models are then used to identify the dermoscopy skin images into malignant and benign as seen in figure 4.

Figure 3: Phase 2 Image Transformation of Dermoscopy Skin Images using the Hybrid Transform matrix

Figure 4: Phase 3- Training of machine learning algorithms and ensemble combination of machine learning algorithms on the transformed images using Hybrid TransformMatrix and then identification of melanoma skin cancer as benign or malignant.
Machine Learning algorithms used in the proposed method:

Random Tree: When the features from the feature set are selected randomly is called a random tree. The data is always separated based on certain parameters that are obtained from decision tree features.

AD Tree: It is a classification algorithm. It consists of prediction nodes which contain a single number and decision nodes are the nodes with a predicate condition called. AD Tree follows all paths for which the decision node is true and sums up any prediction node that are traversed and, in this manner, it classifies an instance.

SVM: The main aim of this algorithm is that in an N (number of features) dimensional space it must find a hyperplane which classifies the data points distinctly. The objective of SVM is finding a plane having the largest distance between data points of the classes.

Random Forest: A random forest classifier is a group of multiple random decision trees. All the decision trees give a prediction for the class and the class with the maximum count of predictions becomes the model’s eventual prediction.

Naïve Bayes: Naïve Bayes is a collection of the categorization classifiers. It has foundation as the Bayes Theorem. The algorithm is naïve because it assumes that all features are independent and equal. It predicts probabilities for each tuple belonging to specific class, with the largest probability considered as the most likely class.

Ensemble method: It is always better to use multiple models simultaneously on a single set for classification rather than just a single model. This method is called as Ensemble learning. A model is trained by using different classifiers and then the final output is the ensemble combination of them. Majority Voting logic is been used for ensemble of machine learning classifiers in proposed method.

4 Experimentation Environment

The Discrete Cosine Transform Matrix and Haar Wavelet Transform Matrix are used as the basic matrices for generation of Hybrid Transform matrix. The Dermoscopy Skin Image dataset used in the proposed method is taken from International Skin Imaging Collaboration (ISIC) dataset, regarded as the major prevalent collection of dermoscopy images. The dataset consists of 1000 benign and 1000 malignant images of melanoma in JPG format. The truth values of these images are provided in the form of metadata by ISIC.

Python programming language is used for the experiments in the proposed method with Waikato Environment for Knowledge Analysis (WEKA) tool for the training of different models. The k-cross validation is used for evaluation and the value of k is taken as 10 for the proposed method.
The performance metrics like Accuracy (AC), Specificity (SP) and Sensitivity (SE) are used for the appraisal of performance of the proposed method of melanoma skin cancer identification. These are defined as given in equations (1), (2) and (3).

Let \( R_{fp} \), \( R_{tp} \), \( R_{fn} \) and \( R_{tn} \) give the count of false positive, true positive, false negative and true negative respectively.

\[
\text{Accuracy} = \frac{R_{tp} + R_{tn}}{R_{tp} + R_{tn} + R_{fp} + R_{fn}} ~ (1)
\]

\[
\text{Specificity} = \frac{R_{tn}}{R_{fp} + R_{tn}} ~ (2)
\]

\[
\text{Sensitivity} = \frac{R_{tp}}{R_{tp} + R_{fn}} ~ (3)
\]

Specificity is the amount of true negatives that are identified by the algorithm correctly, accuracy is the amount of both positive and negative true results, identified by the algorithm correctly and sensitivity is the amount of true positives that are identified by the algorithm correctly.

### 5 Results and Discussion

All experiments are conducted with the images in the RGB color space. To ensure uniformity while processing, all images are rescaled to a size of 512x512. The features are procured from the images using Haar wavelet transform, Discrete Cosine Transform (DCT) and the proposed hybrid transform of Haar wavelet and DCT. The fractional coefficients of these transforms are in the range from 8x8 to 64x64. The composition of the hybrid transform is also diversified by varying the sizes of both the Haar basis matrix and the DCT basis matrix while creating the hybrid basis matrix. Three machine learning algorithms and four ensembles of these machine learning algorithms are used during evaluation. These ensembles are created using the majority voting criterion. The outcomes of the experiments conducted are discussed in this section.
The capabilities comparison of the considered machine learning based algorithms and the ensembles of multiple machine learning algorithms considered together via percentage accuracy of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient as 8x8, is illustrated in Figure 6. It is observed that variants where the size of DCT basis matrix is higher show better performance than variants where the size of Haar basis matrix is higher. Overall, highest accuracy is attained by Random Forest for the Haar transform.

Figure 7 details the capabilities collation of the considered machine learning based algorithms and the ensembles of multiple machine learning algorithms considered together using percentage accuracy of
melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient as 32x32. Overall, the highest accuracy is obtained by the Random Forest with the Haar transform.

![Accuracy Across Transform Variations with Fractional Coefficients](image)

*Figure 8: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage accuracy for fractional coefficient 64x64.*

Figure 8 shows the performance collation of the considered machine learning based algorithms and the ensembles of multiple machine learning algorithms through the medium of percentage accuracy of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient as 64x64. It can be observed that the generally the ensembles outperform the individual machine learning algorithms, however, the SVM algorithms gives best performance across all variants. The highest accuracy is achieved by SVM with the hybrid transform variant of Cosine:Haar-8:1 HT.

![Sensitivity Across Transform Variations with Fractional Coefficients](image)

*Figure 9: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage sensitivity for fractional coefficient 8x8.*
The capabilities comparison of the considered machine learning based algorithms and the ensembles of multiple machine learning algorithms via percentage sensitivity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient as 8x8 is shown in Figure 9. It can be inferred that the hybrid transform variants where the size of DCT matrix is higher show considerably better performance compared to variants where the size of DCT matrix is smaller. Overall better sensitivity is obtained using the Random Forest for Haar transform.

Figure 10: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage sensitivity for fractional coefficient 32x32.

Figure 10 shows the collation of the performance of the considered machine learning based algorithms and the ensembles of multiple machine learning algorithms by means of percentage sensitivity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient 32x32. Overall, highest sensitivity is obtained using the Random Forest for Haar transform.

Figure 11: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage sensitivity for fractional coefficient 64x64.
Figure 11 portrays the performance comparison of the considered machine learning based algorithms and the ensembles of machine learning algorithms using percentage sensitivity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient 64x64. Overall, the highest sensitivity is given by the Random Forest with Haar transform.

![Sensitivity Comparison](image1)

Figure 12: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage specificity for fractional coefficient 8x8

The performance comparison of considered machine learning based algorithms and the ensembles of multiple machine learning algorithms through specificity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient 8x8 is illustrated in Figure 12. It can be seen that the hybrid transform variants having higher composition of DCT matrix outperform the variants having higher composition of Haar matrix. Overall, highest specificity is achieved by Random Forest with Haar transform.

![Specificity Comparison](image2)

Figure 13: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage specificity for fractional coefficient 32x32
Figure 13 depicts the performance comparison of considered machine learning based algorithms and the ensembles of multiple machine learning algorithms using percentage specificity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient 32x32. Overall, better specificity is obtained by Random Forest for Haar transform, followed closely by SVM with hybrid transform variant of Cosine:Haar-8:1 HT.

The performance comparison of considered machine learning based algorithms and the ensembles of multiple machine learning algorithms in virtue of percentage specificity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient 64x64 is described in Figure 14. It can be seen that SVM outperforms all other algorithms, for the hybrid transform variants. Overall, highest specificity is observed using SVM with hybrid transform variant of Cosine:Haar-8:1 HT.

Figure 14: Performance comparison of the machine learning algorithms with ensembles of algorithms in proposed feature extraction vector of transform based melanoma skin cancer detection technique for respective Haar and DCT composition variations using percentage specificity for fractional coefficient 64x64

The performance comparison of considered machine learning based algorithms and the ensembles of multiple machine learning algorithms in virtue of percentage specificity of melanoma skin cancer identification of dermoscopy images in the dataset, keeping the fractional coefficient 64x64 is described in Figure 14. It can be seen that SVM outperforms all other algorithms, for the hybrid transform variants. Overall, highest specificity is observed using SVM with hybrid transform variant of Cosine:Haar-8:1 HT.

Figure 15: Performance comparison across feature extraction vectors of all transforms experimented for fractional coefficient 8x8 using accuracy, sensitivity and specificity with average values over all machine learning algorithms and ensembles of algorithms.
The performance comparison of all feature extraction vectors of all experimented transforms for fractional coefficient 8x8 across accuracy, sensitivity, specificity and the average of these three metrics is shown in Figure 15. The metric values are obtained by taking the average of all feature extraction vectors of the respective transforms. It can be inferred that Haar transform gives the highest performance for all the considered metrics.

![Metrics Comparison Across Transforms (32x32)](image)

**Figure 15:** Performance comparison across feature extraction vectors of all transforms experimented for fractional coefficient 8x8 using accuracy, sensitivity and specificity with average values over all machine learning algorithms and ensembles of algorithms.

Figure 16 portrays the performance comparison of all feature extraction vectors of all experimented transforms for fractional coefficient 32x32 over accuracy, sensitivity, specificity and the average of these three metrics. The average of the metrics of all feature extraction vectors across the respective transforms is considered. Overall, the highest performance in all metrics is obtained by the hybrid transform of Cosine:Haar-8:1 HT.

![Metrics Comparison Across Transforms (32x32)](image)

**Figure 16:** Performance comparison across feature extraction vectors of all transforms experimented for fractional coefficient 32x32 using accuracy, sensitivity and specificity with average values over all machine learning algorithms and ensembles of algorithms.

Figure 17 describes the juxtaposition of the performance of all considered feature extraction vectors of the attempted transforms for fractional coefficient 64x64 over accuracy, sensitivity, specificity and the average.

![Metrics Comparison Across Transforms (64x64)](image)

**Figure 17:** Performance comparison across feature extraction vectors of all transforms experimented for fractional coefficient 64x64 using accuracy, sensitivity and specificity with average values over all machine learning algorithms and ensembles of algorithms.
of these three metrics. The values are obtained by taking the average of all feature extraction vectors of the respective transforms. Overall, if all metrics are given equal importance, the hybrid transform of Haar:Cosine-32:1 HT gives the best performance. It is only outperformed for the specificity metric by Haar transform.

![Metrics Comparison Across All Transforms](image)

Figure 18: Performance metrics comparison across feature extraction vectors of all transforms experimented for all fractional coefficients with average values of metrics over all machine learning algorithms and ensembles of algorithms

In Figure 18, the comparison of the performance metrics (accuracy, sensitivity, specificity and the average of these three metrics) is done across all feature extraction vectors of all transforms used in the proposed method of melanoma skin cancer identification. From Figure 18, it can be inferred that if all metrics are given equal importance, the hybrid transform of Haar:Cosine-32:1 HT for the fractional coefficient size 64x64 gives the best performance, followed closely by the hybrid transform Cosine:Haar-8:1 HT for fractional coefficient size 64x64. If sensitivity is considered, the Haar transform with fractional coefficient size 4x4 performs best, while Haar transform with fractional coefficient size 64x64 gives the best performance regarding specificity. The highest accuracy is also obtained by the hybrid transform of HaarCosine-32:1 for the fractional coefficient size 64x64.

Total 196 variations of the proposed wavelet based feature extraction method for melanoma skin cancer identification technique are experimented using 5 variants of Haar wavelet transform, 5 variants of Discrete Cosine Transform (DCT), 18 variations of hybrid transforms of Haar and DCT, 3 assorted machine learning algorithms (SVM, Random Forest, AD Tree) with 4 ensemble combinations. The top performing variations giving equal importance to accuracy, sensitivity and specificity are given in table 1.
<table>
<thead>
<tr>
<th>Machine Learning Algorithm / Ensemble</th>
<th>Transform Used for Feature Extraction</th>
<th>Fractional Coefficient</th>
<th>Performance Measure</th>
<th>Average of Accuracy, Sensitivity and Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>Cosine:Haar-8:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 84.18, 83.23, 83.7</td>
<td>SVM</td>
</tr>
<tr>
<td>SVM</td>
<td>Haar:Cosine-32:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 83.77, 82.84, 83.3</td>
<td>SVM</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Haar</td>
<td>64x64</td>
<td>Sensitivity: 85.81, 79.84, 82.55</td>
<td>Random Forest</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Haar</td>
<td>32x32</td>
<td>Sensitivity: 85.08, 80.19, 82.45</td>
<td>Random Forest</td>
</tr>
<tr>
<td>SVM</td>
<td>Haar:Cosine-8:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 83.25, 81.88, 82.55</td>
<td>SVM</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Haar</td>
<td>16x16</td>
<td>Sensitivity: 85.29, 79.52, 82.15</td>
<td>Random Forest</td>
</tr>
<tr>
<td>SVM</td>
<td>Cosine:Haar-2:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 82.67, 81.84, 82.25</td>
<td>SVM</td>
</tr>
<tr>
<td>SVM</td>
<td>Haar:Cosine-2:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 82.54, 81.96, 82.25</td>
<td>SVM</td>
</tr>
<tr>
<td>SVM + AD Tree + Random Forest</td>
<td>Cosine:Haar-8:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 83.86, 80.51, 82.1</td>
<td>SVM + AD Tree + Random Forest</td>
</tr>
<tr>
<td>SVM + AD Tree + Random Forest</td>
<td>Haar:Cosine-32:1 HT</td>
<td>64x64</td>
<td>Sensitivity: 84.51, 79.22, 81.65</td>
<td>SVM + AD Tree + Random Forest</td>
</tr>
</tbody>
</table>

Table 1: Accuracy, sensitivity and specificity considered together in the best performing variants of proposed wavelet transform based melanoma skin cancer identification technique.
If all three performance measures are given equal importance, then the best performance is observed by the Support Vector Machine (SVM) algorithm through the hybrid transform of Cosine:Haar-8:1, with fractional coefficient size 64x64, followed by the SVM algorithm using the hybrid transform of Haar:Cosine-32:1, with fractional coefficient size 64x64.

6 Conclusion

The use of computers in computer aided diagnostic techniques has proved to be great boon for humankind, allowing for quicker and more accurate diagnosis, preventing the loss of lives. These diagnostic techniques are playing a crucial role in cancer detection, especially in the areas of the world where medical experts are in short supply. This paper proposes a fresh approach to extracting features from dermoscopy images using a hybrid wavelet transform combining the qualities of two image transform techniques – Haar wavelet transform and Discrete Cosine Transform. Overall, three machine learning algorithms along with four of their ensembles are deployed while evaluating the proposed method. The performance of the constituent transform techniques along with the proposed hybrid technique is compared for melanoma skin cancer identification. The comparison of the suggested technique is performed over 196 variations using metrics like accuracy, sensitivity and specificity. The results have found that the SVM algorithm with the hybrid transform of Cosine:Haar-8:1 gives the best performance. The primary contribution of the proposed method is the improvised performance in melanoma detection, by taking the fusion of two transforms, to generate a hybrid one. It is observed that the proposed hybrid transform technique generally gives better performance compared to the individual transforms, demonstrating the worth of the advocated method.
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