Automatic Date Fruit Recognition Using Outlier Detection Techniques and Gaussian Mixture Models
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Abstract

In this paper, we propose a method for automatically recognizing different date varieties. The presence of outlier samples could significantly degrade the recognition outcomes. Therefore, we separately prune samples of each variety from outliers using the Pruning Local Distance-based Outlier Factor (PLDOF) method. Samples of the same variety could have several visual appearances because of the noticeable variation in terms of their visual characteristics. Thus, in order to take this intra-variation into account, we model each variety with a Gaussian Mixture Model (GMM), where each component within the GMM corresponds to one visual appearance. Expectation-Maximization (EM) algorithm was used for parameters estimation and Davies-Bouldin index was used to automatically and precisely estimate the number of components (i.e., appearances). Compared to the related studies, the proposed method 1) is capable to recognize samples though the noticeable variation, in terms of maturity stage and hardness degree, within some varieties; 2) achieves a high recognition rate in spite of the presence of outlier samples; 3) is capable to distinguish between the highly confusing varieties; 4) is fully automatic, as it does not require neither physical measurements nor human assistance. For testing purposes, we introduce a new benchmark which includes the highest number of varieties (11) compared to the previous studies. Experiments show that our method has significantly outperformed several methods, where a high recognition rate of 98.65% has been reached.
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1 Introduction

Date is a delicious fruit with a sweet flavor [1], which grows in many countries over the world. The main producers of dates are Middle East and South Africa countries [2]. Dates are consumed at their different maturity stages and in different manners. They are consumed in both fresh and dry forms [3], as such or together with other diets. In the processed form, dates are served as paste, jams, pickles, syrup and jellies [1] and [4-6].

Fig. 1: Typical samples from the 11 varieties (a) Ajina, (b) Bayd hnam (c) Degla bayda (d) Bouaarous (e) Dfar lgat (f) Dgoul (g) Hamraya (h) Tinisin (i) Litima (j) Tantbucht and (k) Tarmount.
Besides, date fruit provides a wide range of interesting healthy and economic benefits. As for the healthy benefits of this high-value fruit, dates are considered as high energy food due to the significant quantity of sugars they contain [7]. Moreover, they contain an abundant amount of vitamins, minerals and dietary fibers [8]. Furthermore, dates are used to prevent the human body from several diseases including fever, memory disturbances and stomach disorders as well as chronic diseases such as cancer and heart diseases [9]. Economically, date industry significantly contributes to push the economy of producer countries, as all the parts constituting the date palm, including leaves and trunks, can be exploited for lucrative purposes [4].

Numerous date cultivars are planted through the world, resulting in several date varieties. Indeed, such a diversity allows date palm to fight against several dangerous diseases [3]. Date varieties are different in terms of color, texture, shape, taste and nutritional value [1] (Fig. 1). Even the samples belonging to the same variety may also considerably vary in terms of maturity stage, hardness degree and shape (Fig. 2(a), Fig. 2(b) and Fig. 2(c)). Fig. 1 shows typical images for samples from different varieties. Though the great nutritional, healthy and economic value of dates, many date varieties are no longer available in markets. This is because the culture about date fruit, including the noun of varieties, becomes less popular and starts to practically disappear from the daily discussions of people. Therefore, there is an urgent need to preserve such a valuable cultural heritage for the coming generations. In fact, successfully recognizing date samples is of great interest. For instance, diabetic subjects and those suffering from obesity need to recognize the varieties which they can consume and which leave their health status maintained [10]. Hence, with the remarkable advances in the field of computer vision, developing an automatic system for date recognition is strongly needed. Nevertheless, it is, sometimes, a very complicated task for a human to distinguish between some varieties, as they strongly resemble each other (Fig. 3(a), Fig. 3(b) and Fig. 3(c)). Computationally performing such a task is thus very challenging.

In the literature, much attention has been devoted to the task of visual object recognition in general [31], [32], [36], [37], [38], [39]. Certain methods have attempted to recognize different types of visual objects [31], [32], [33], while certain others have focused on recognizing a particular type of objects [34], [35], [36]. For instance, [40] proposed a probabilistic model, in which image features, dependencies between objects and outputs of local detectors, are incorporated to recognize different object categories. In [36], visual features are fused using a multiple kernel framework with SVM classifier in order to recognize the different flower categories. Fruits are particular type of objects, which have, in turn, attracted a considerable attention by researchers. For instance, In [41], artificial neural networks are used together with principal component to detect the defected surfaces on apple fruit. In [42], color and texture features were used to classify citrus peel diseases. In [43], physical features, including size and color, have been measured to classify peach fruit into three quality classes.
State of the art studies concerned with date recognition can broadly be categorized into two categories. The first category includes studies that aim to classify date samples within a particular variety into distinct grades [11-14]. The second category includes methods that attempt to recognize for a given sample the variety it belongs to [15-17]. On one hand, date grading may be performed on the basis of defect percentage [13] and [18], quality [11] and [19] or maturity stage [20] and [12]. For instance, a method that uses color and size features to detect the cracked parts of dates is proposed in [13]. In [21], Back Propagation Neural Networks (BPNN) is used to classify date samples into three classes depending on the percentage of cracks within samples surface. The method in [22] separates acceptable from rejected samples using RGB-based color histogram features. A color mapping system was proposed by [18], rather than machine learning techniques, to evaluate date maturity and detect defects.

![Fig. 3: Typical varieties with a small inter-variation, we can notice the high visual resemblance (a) Three samples from Bayd ham and three others from Litima, (b) Three samples from Dfar lgat and three others from Degla bayda and (c) Three samples from Tarmount and three others from Tantbucht.](image)

In some other studies, date samples have been graded according to their quality. Date quality can be measured according to several criterions including hardness, moisture and sugar content. For instance, dates were classified into dry, medium and moist on the basis of their moisture content [19]. Linear discriminate analysis (LDA) and stepwise discriminate analysis (SDA) were used to grade dates into hard, semi-hard and soft [11]. In [23], date samples were graded, based on hardness degree, into six grades using three classifiers, namely k-nearest neighbors (KNN), support vector machines (SVM) and LDA.

Other studies have focused on date grading based on the maturity stage. For instance, an HSV-based method was developed by [12] to grade date samples depending on their maturity stage. Similarly, in [20], a machine vision-based system was developed to grade Berhee variety into three maturity stages.

On the other hand, studies concerned with the recognition of different date varieties are very scarce. The method of [15] utilized texture features namely, Weber Law Descriptors (WLD) and Local Binary Patterns (LBP) to recognize four date varieties. In [24], physical measurements including moisture content and water activity were taken from each date sample. These measurements were then incorporated with color features and fed to a neural network classifier in order to recognize date samples from seven varieties. Using such measurements is, in fact, impractical and makes very difficult to automate the method. In [16] color, shape and texture descriptors were extracted so as to recognize seven date varieties. As classifiers, KNN, LDA and Artificial Neural Network (ANN) were employed, while the ANN has outperformed the others. Nevertheless, [16] reported that the ANN has
taken a great deal of time before yielding the optimal network. Such an expensive cost is amongst the main barriers to meet the requirements of an automatic recognition system. In [17], Five varieties were recognized using probabilistic neural networks (PNN) fed by color properties.

It is worth noting that in the previous studies many fundamental issues are either not appropriately handled or even totally ignored, these issues are:

1- Recognizing only fully mature dates, however, date samples could be in different maturity stages when it being recognized. In fact, difference in maturity stage implies that samples belonging to the same variety are significantly distinct in terms of color, which makes the process of recognition more complicated.

2- Some of those studies used methods which are computationally expensive, which does not meet the requirements of a real-time recognition system.

3- In some of those studies, some physical measurements from dates (e.g., moisture content) are needed to perform the recognition task. Such a method can hardly be automated.

4- To the best of our knowledge, none of the existing methods take into account the existence of outlier samples. An outlier sample can be either a deformed one (e.g., because of the transportation conditions) or much grown one compared to its corresponding ones or a sample with visual characteristics that deviate from those of the related samples.

Fig. 4: Some outlier samples from different varieties.

In our work, however, we solve these issues in order to improve the task of date fruit recognition. At first, we collect date samples from 11 varieties, and then we take images for them. We divide those images into two sets: training and testing. Image features describing the different aspects of images were then extracted from all the images. Because the training set may contain some outlier samples which could degrade the quality of recognition outcomes, we prune this set from those outliers. To do so, we use the Pruning Local Distance-based Outlier Factor (PLDOF) method proposed in [25], where training images, related to each variety, are pruned separately. In the PLDOF, samples are firstly clustered and then outliers are removed from each cluster, where the number of clusters is manually tuned. Thus, in order to make our method fully automatic, we use Davies-Bouldin index to automatically and accurately determine the optimal number of clusters. Each of these clusters is assumed to be normally distributed, where this assumption is checked using Mardia’s multivariate skewness and kurtosis tests [26]. Afterwards, we combine the probability density functions that correspond to each cluster in a Gaussian Mixture Model (GMM) representing the visual model of the date variety. It is worth noting that we use the Expectation-Maximization (EM) algorithm for parameters estimation. Then, to recognize a new sample, we calculate the probability that the sample belongs to each variety mixture, multiplied by the component weight. The sample is assigned to the variety having obtained the highest score.

The proposed method makes several noteworthy contributions to the literature. First, it is fully automatic, as neither physical measurements nor any kind of human assistance are needed. Second, it reaches a high recognition rate in spite of the existence of the outlier samples. Third, despite the noticeable difference, in terms of maturity stage, hardness degree and shape, between samples
appertaining to the same variety, our method successfully recognize them. Moreover, it is capable to distinguish between the strongly confusing varieties. Fourth, it is computationally fast, as we will show in the experiments section. Experimental results, given at the end of this paper, show that our method outperforms the previous methods in terms of recognition accuracy.

The remainder of this paper is organized as follows: In Section 2, we give details about our benchmark. Section 3 describes the image acquisition system that we have used. Section 4 describes the proposed method. The experimental results are presented in Section 5. Finally, we draw some conclusions in Section 6.

2 Samples Collection

In order to investigate the performance of the proposed method and since no date benchmark is publicly available, we introduce a new benchmark that includes 11 varieties. These varieties are Ajina, Bayd hmam, Bouaarous, Degla bayda, Dfar Igat, Dgoul, Litima, Hamraya, Tarmount, Tantbucht and Tinisin, respectively. These varieties are collected from the local markets of Touggourt region (south Algeria), in which some experienced farmers sell different date cultivars during the months of September and October every year. The total number of samples collected was 660 (i.e., 60 samples for each variety). Fig.1 shows typical samples from each variety.

Three main properties make our benchmark different than the ones used in the previous studies, which are:

1- It includes the highest number of varieties (11) compared to the related studies. Typical samples from the 11 varieties are shown in Fig. 1.
2- It includes some varieties with a large intra-variation, as they comprise samples in the different maturity stages (i.e., immature, semi-mature, fully mature), hardness degree and shape (Fig. 2(a), Fig. 2(b) and Fig. 2(c)). Besides, it contains some varieties with a small inter-variation because they highly resemble each other, as shown in Fig. 3(a), Fig. 3(b) and Fig. 3(c).
3- It contains outlier samples such as those deformed because of the transportation conditions and those which grew much more compared to their corresponding ones (Fig. 4).

3 Image Acquisition system

In this work, we have opted for the following image acquisition system

- A white background.
- A Samsung camera at a resolution of 4128x3096 pixels.
- The camera has been fixed at a distance of 30 cm from the white background.
- Regarding lighting, we have used two standard fluorescent lights.
- Images were taken in a dark chamber, where the sample being imaged is illuminated with the two fluorescent lights.
- The process of the acquisition consists in manually placing a sample on the white background, shooting it, then replacing it with the next one.
- The obtained images have been represented and saved using RGB color space.
- Images were then manually refined to remove some noise and bad-illuminations.
4 Proposed Method

The main concern of this study is to automatically recognize different date varieties using machine learning techniques. In this section, we provide details about the proposed method. Fig. 5 depicts the steps of the proposed method.

![Diagram](Image)

Fig. 5: The steps of the proposed method for automatic date fruit recognition.

4.1 Features Extraction

Feature selection is amongst the most challenging tasks in pattern recognition problems [27]. This is because any mis-selection could potentially lead to negatively affect the recognition outcomes. Hereafter, we give an overview on the used features, including color, shape and texture features.

4.1.1 Color features

Color is one of the most important features used to describe image content [28]. From Fig. 1, we can see that there is a difference in color between date samples from the different varieties. For this
reason, color would be very useful in distinguishing two distinct samples. Color histogram describes the percentage of colors within an image, where each bin in the histogram represents the appearance frequency of the corresponding color. We have noticed that date fruits have a very limited number of color variations. Thus, instead of using a universal color quantization, we have opted for a more reliable mapping scheme. Firstly, each color channel from the RGB space is quantized into 12 bins. Then, all images of the dataset are mapped into a new sub-space that consists in $144 \times QR + 12 \times QG + QB = 1727$ bin, where $QR$, $QG$ and $QB$ results from quantizing R, G and B, respectively. After having all images mapped to this new space, a histogram $H$ of 12727 length is calculated where $H(i)$ represents the number of pixels, from all the dataset, that falls in bin $i$. Fig. 6 illustrates the obtained histogram $H$.

From the Fig. 6, we can see that the histogram $H$ has a set of leaps. These leaps represent where the majority of pixels are mapped. For example, we can see that the majority of pixels falls in the bin 300 which corresponds to $QR=11, QG=2$ and $QB=0$ (i.e., $11 \times 144 + 12 \times 2 + 0 = 300$). Based on this result, we have found that a compact and more representative histogram $H'$ of length 29, that represents the dense bins, can be drawn from the original 1727 histogram $H$.

Color histogram presents diverse pros: it can easily be implemented; it is straightforward and efficient; it is invariant to translation and rotation changes [28]. Nevertheless, color histogram lacks the ability of describing color spatial distribution (i.e., how colors are arranged in the image). Color distribution within the sample surface is of great importance and could provide an indication about the variety to which the sample belongs. Hence, for each image, we extract color standard deviation from each of the three RGB channels, as in Equation 1.

$$\text{Standard deviation} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (V_i - \mu)^2} \tag{1}$$

where $N$ is the number of pixels in the image and $V_i$ is the pixel value in one of the three RGB channels. $\mu$ is the mean of values in one channel.

4.1.2 Texture features

Two samples that belong to two different varieties may noticeably resemble each other in terms of color. Hence, color should be concatenated with other features in order to assure a high discrimination power. Texture of some samples is smooth, whereas this is not the case with some others. Thus, taking into consideration such an interesting aspect is quite important and could help us in accurately recognizing date samples. We use the Gray-Level Co-occurrence Matrix (GLCM) [29], which
represents the appearance frequency of gray-level pairs within an image, as a texture descriptor. More formally, suppose we are given a GLCM, referred to as $M$, then, each entry $M(i, j)$ represents the occurrence frequency of a gray-level $j$ followed by a gray-level $i$ according to a spatial relationship, denoted as $S(\Delta x, \Delta y)$.

Given an image $I$ and a spatial relationship $S(\Delta x, \Delta y)$, $N$ is calculated according to Equation 2.

$$M(i, j) = \sum_{p=1}^{H} \sum_{q=1}^{W} \left\{ \begin{array}{ll} 1, & \text{if } l(p, q) = i \text{ and } l(p + \Delta x, q + \Delta y) = j \\ 0, & \text{otherwise} \end{array} \right.$$

(2)

where $H$ and $W$ are respectively the height and the width of $I$.

In order to reduce the matrix dimensions, the gray-level channel is divided into 8 equal ranges. After having investigated several spatial relationships, we consider four relationships: $S(0,1)$, $S(-1,1)$, $S(1,0)$ and $S(1,1)$. The final matrix $M$ is the sum of the four matrices extracted according to those spatial relationships.

After having calculated $M$ and normalize it (such that sum of the elements equal to 1), four features are extracted from this matrix. These features are given by Equation 3-6.

Contrast = $\sum_i \sum_j (i - j)^2 M(i, j)$

(3)

Correlation = $\frac{\sum_i \sum_j (i - \mu_x)(j - \mu_y)M(i, j)}{\sigma_x \sigma_y}$

(4)

Energy = $\sum_i \sum_j M(i, j)^2$

(5)

Homogeneity = $\sum_i \sum_j \frac{1}{1 + (i - j)^2} M(i, j)$

(6)

Where $\mu_x$, $\sigma_x$ respectively are the mean and standard deviation of the marginal probability matrix $M_x(i) = \sum_j M(i, j)$. $\mu_y$, $\sigma_y$ respectively are the mean and standard deviation of the marginal probability matrix $M_y(j) = \sum_i M(i, j)$.

### 4.1.3 Shape features

Shape is a quite important feature because there are some varieties which can easily be distinguished from their shapes. For instance, Tantbucht has roughly a spherical form, whereas, Dgoul has a cylindrical form. Meanwhile, it should be mentioned that using only shape features could probably lead to confuse some varieties with others. In this work, the shape features we used are the following:

1. Minor axis length: it is the shortest diameter within a sample surface.
2. Major axis length: it is the longest diameter within a sample surface; it is perpendicular to the major axis.
3. Eccentricity: it is the ratio of the major axis to the minor axis. It is used to measure the slimness of the sample.
4. Area: it is the number of pixels constituting the date sample surface.
5. Perimeter: it is the number of pixels at the margin of the date sample.

In order to calculate the minor, major axis length and eccentricity, we use the principal axes method. First, canny edge detector is applied to each image from the dataset where images are converted to gray level before feeding them to the detector. After that, the covariance matrix describing the spread of edge points is calculated (for each image separately), where the resulting matrix is of $2 \times 2$ dimensions.
Let $C$ be a covariance matrix of the form

$$
C = \begin{pmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{pmatrix}
$$

(7)

The eigenvalues of $C$, denoted as $\lambda$, can be calculated as in Equation 8.

$$(C - \lambda I).v = 0$$

(8)

such that $v$ is non-zero vector and $I$ is the identity matrix.

Taking into consideration that $v$ is non-zero vector, Equation 8 is satisfied if $|C - \lambda I| = 0,$

$$
|C - \lambda I| = \begin{vmatrix} C_{11} - \lambda & C_{12} \\ C_{21} & C_{22} - \lambda \end{vmatrix} = (C_{11} - \lambda)(C_{22} - \lambda) - C_{12}C_{21} = 0
$$

(9)

Thus

$$
\begin{align*}
\lambda_1 &= \frac{1}{2}(C_{11} + C_{22} + \sqrt{(C_{11} + C_{22})^2 - 4(C_{11}C_{22} - C_{12}C_{21})}) \\
\lambda_2 &= \frac{1}{2}(C_{11} + C_{22} - \sqrt{(C_{11} + C_{22})^2 - 4(C_{11}C_{22} - C_{12}C_{21})})
\end{align*}
$$

(10)

The highest value from $\lambda_1$ and $\lambda_2$ corresponds to the major axis length, while the lowest one corresponds to the minor axis length. Let $\lambda_1$ be the major axis and $\lambda_2$ be the minor axis length, the eccentricity is given by Equation 11.

$$
E = \frac{\lambda_1 - E_{\text{min}}}{E_{\text{max}} - E_{\text{min}}}
$$

(11)

Where $E_{\text{min}}$ is the minimum eccentricity for all the samples and $E_{\text{max}}$ the minimum eccentricity for all the samples.

After the features having extracted, features dimensions were reduced to 10 using Principal Component Analysis (PCA).

### 4.2 Pruning samples from outliers

As reported above, training samples could include some outliers which could negatively affect the recognition outcomes. Hence, in order to avoid falling in such a problem, we prune training samples from the outlier ones. For this end, we use the Pruning Local Distance-based Outlier Factor (PLDOF) method proposed in [25]. The core idea of the PDLOF is the calculation of a measure, which is called Local Distance-based Outlier Factor (LDOF), for some specific samples. A high LDOF value for a sample indicates that it deviates from its neighbors and it is most likely to be an outlier.

Formally, let $X = \{x_i, i = 1, ..., T\}$ be a set of data points in the $M$-dimensional space. Let $N_{x_i}$ be the set of $K$-nearest neighbors of $x_i$. LDOF is defined as $LDOF(x_i) = \overline{d_p}/\overline{D_p}$, where $\overline{d_p}$ represents the average distance from $x_i$ to the data points in $N_{x_i}$, it is given by Equation 12.
\[
\overline{d}_p = \frac{1}{|N_{x_i}|} \sum_{q \in N_{x_i}} d(x_i, q)
\]

where \(|N_{x_i}|\) is the magnitude of \(N_{x_i}\) and \(d(x_i, q)\) is the distance between \(x_i\) and the data point \(q \in N_{x_i}\). \(\overline{d}_p\) represents the average distance among data points in \(N_{x_i}\), it is defined by Equation 13.

\[
\overline{d}_p = \frac{1}{|N_{x_i}|(|N_{x_i}|-1)} \sum_{q, q' \in N_{x_i}, q \neq q'} d(q, q')
\]

The remaining steps of the algorithm are summarized in the Algorithm 1.

**Algorithm 1** Pruning Local Distance-based Outlier Factor (PLDOF)

**Input:** \(X\): The set of data points, \(N_c\): number of clusters, \(it\): number of iterations, \(N\): number of outliers,

**Output:** \(N\) outlier samples

**Begin**

\(Y \leftarrow k\text{-means}(N_c, it, X)\)

for each cluster \(C_j \in Y\) do

\(\text{Radius}_{j} \leftarrow radius(C_j)\)

end for

if \(|C_j| > N\) then

for each point \(x_i \in C_j\) do

if \(d(x_i, o_i) < \text{Radius}_{j}\) then

prune\((x_i)\)

else

Add\(x_i\) to \(U\)

end if

end for

else

for each point \(x_i \in C_j\) do

Add\(x_i\) to \(U\)

end for

end if

end for

for each point \(x_i\) to \(U\) do

calculate \(LDOF(x_i)\)

end for

Sort the data points according to their \(LDOF(x_i)\) values.

Top \(N\) points with highest \(LDOF(x_i)\) values are considered as outliers

**End.**

where \(o_i\) and \(\text{Radius}_{j}\) are the centroid of the cluster \(C_j\) and its radius, respectively.

The PDLOF algorithm is applied to each element in the set \(X' = \{X_i, i = 1, \ldots, 11\}\), where \(X_i\) is the set of training samples of the \(i^{th}\) variety. The number of outliers removed from each variety is 5, where the number of neighbors considered in calculating the LDOF values is empirically set to 9.

### 4.3 Determining the optimal number of clusters using Davies-Bouldin index

In the PDLOF method, the number of clusters is required to be supplied as an input parameter. In fact, the number of clusters may significantly vary from a variety to another because there is a
prominent difference between the visual characteristics of samples affiliated to distinct varieties. Thus, abusively fixing a unique value for all the varieties is not suitable for our case. In this work, therefore, we propose to automatically determine the optimal number of clusters for each variety using Davies-Bouldin index [30]. The idea is to evaluate the index for different values of the number of clusters, with the aim of comparing clustering solutions. The minimum value of the index indicates the preferred solution.

Suppose we are given a set \( \mathbf{X} = \{x_i, i = 1, ..., T\} \), once \( \mathbf{X} \) is clustered into \( K \) clusters we get the set \( \mathbf{C} = \{c_i, i = 1, ..., K\} \). Let us denote also by Equation 14.

\[
\bar{c}_i = \frac{\sum_{j=1}^{T} x_{j \in c_i}}{|c_i|}
\]  (14)

the centroid of the cluster \( c_i \).

Davies-Bouldin index is defined as Equation 15.

\[
DB(K) = \frac{1}{K} \sum_{i=1}^{K} V_i
\]  (15)

where

\[
V_i = \max_{j=1,...,K, j \neq i} \left( \frac{\delta_i + \delta_j}{d(\bar{c}_i, \bar{c}_j)} \right)
\]  (16)

where \( \delta_i \) and \( \delta_j \) are the average distance of all data points in the clusters \( c_i \) and \( c_j \) to their cluster centroids \( \bar{c}_i \) and \( \bar{c}_j \), respectively, and \( d(\bar{c}_i, \bar{c}_j) \) is the distance between these two latter centroids. \( \delta_i \) (respectively \( \delta_j \)) is given by

\[
\delta_i = \frac{\sum_{x \in c_i} \|x - \bar{c}_i\|}{|c_i|}
\]  (17)

and \( d(\bar{c}_i, \bar{c}_j) \) is given by

\[
d(\bar{c}_i, \bar{c}_j) = \|\bar{c}_i - \bar{c}_j\|
\]  (18)

In order to detect the optimal number of clusters for each variety \( V \), we, separately, applied Davies-Bouldin index to the different training sets related to those varieties, where \( K = \{3, ..., 9\} \). At the end of this step, for each variety \( V \), we got the set of clusters \( C'_V = \{c'_{1, V}, k = 1, ..., k'_{V}\} \) where each cluster includes visually similar samples. Table 1 shows the optimal number of varieties \( k'_{V} \) detected for each variety \( V \).

Table 1: The optimal number of clusters detected for each variety.

<table>
<thead>
<tr>
<th>Variety</th>
<th>Optimal number of clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ajina</td>
<td>9</td>
</tr>
<tr>
<td>Bayd hmann</td>
<td>6</td>
</tr>
</tbody>
</table>
In order to detect the optimal number of clusters, clustering has been conducted based on the features we have extracted namely color, shape and texture. By seeing the yielded values for the different varieties, we can make some observations. For instance, for Tinisin, the optimal number is 9, this is could be attributed to the fact that samples belonging to this variety are in different maturity level (i.e., different in terms of color). One reason behind the difference in maturity level could be the age of prune. Samples in the beginning of the harvesting season are immature and fully mature at the end. We can note also that the optimal number for Ajina is 9, despite that samples of this variety are almost homogeneous in terms of color. This may be explained by the fact that Ajina samples are different in terms of shape and texture as well. Certain samples have a smooth texture, whereas certain others have a random texture.

### 4.4 Testing the normality of clusters

Since visually similar images are grouped in the same cluster, we assume that samples within each cluster are normally distributed. We check this assumption using Mardia's multivariate skewness and kurtosis tests [26]. Formally, suppose we are given a cluster $c'_{V_k} = \{x'_i, i = 1, ..., P\}$, where $x'_i$ is a M-dimensional sample data point that belong to $c'_{V_k}$. Let $\mu$ and $\Sigma$ denote the mean of samples belonging to $c'_{V_k}$ and the samples covariance matrix, respectively. $\mu$ and $\Sigma$ are defined as

$$
\mu = \frac{1}{P} \sum_{i=1}^{P} x'_i
$$

$$
\Sigma = \frac{1}{P} \sum_{i=1}^{P} (x'_i - \mu)(x'_i - \mu)'
$$

Mardia multivariate skewness and kurtosis are defined as follows:

$$
\beta_{Z,M} = \frac{1}{P^2} \sum_{i=1}^{P} (x'_j - \mu) \Sigma^{-1} (x'_i - \mu)^2
$$

$$
\beta_{1,M} = \frac{1}{P^2} \sum_{i=1}^{P} \sum_{j=1}^{P} (x'_j - \mu) \Sigma^{-1} (x'_j - \mu)^3
$$

For a multivariate normal distribution:

1- The test statistic:

$$
Z_{1,M} = \frac{P}{6} \beta_{1,M}
$$
follows a chi-square distribution with \( f = \frac{1}{6} M(M+1)(M+2) \) degrees of freedom.

2- The test statistic:

\[
Z_{1,M} = \frac{B_{1,M} - M(M+2)}{\sqrt{B(M+2)} M}
\]

(24)

follows a standard normal distribution.

According to Mardia's test, clusters within the set \( C'_V = \{ c'_{V_k}, k = 1, ..., k'_V \} \) where \( V = 1, ..., I \) are found to be normally distributed.

4.5 Date variety modeling using Gaussian mixture model (GMM)

Each cluster within \( C'_V \) is normally distributed. Therefore, it is described by the probability density of an \( M \)-dimensional normal function (pdf) of the form

\[
G(\mathbf{x} | \theta_k) = \frac{1}{\sqrt{|\Sigma_k| (2\pi)^M}} e^{-\frac{1}{2} (\mathbf{x} - \mu_k)^T \Sigma_k^{-1} (\mathbf{x} - \mu_k)}
\]

(25)

where \( \mathbf{x} \) is \( M \)-dimensional data vector that belongs to the set \( \mathcal{X} \), and \( \theta_k \) denotes the parameters of the Gaussian distribution that corresponds to the \( k \)th cluster, these parameters are

\( \mu_k \): The mean vector of the points belonging to the cluster.

\( \Sigma_k \): The covariance matrix.

Probability density functions (pdf) \( G_V = \{ G_{V_k}, k = 1, ..., k'_V \} \), which correspond to the set of clusters \( C'_V = \{ c'_{V_k}, k = 1, ..., k'_V \} \) of a date variety \( V \), were combined in a Gaussian Mixture Model (GMM) representing the visual model of this variety. Thus, our model is a GMM, which is a weighted sum of \( k'_V \) component Gaussian densities, it is given by

\[
P_V(\mathbf{x} | \theta_V) = \sum_{k=1}^{k'_V} w_k G(\mathbf{x} | \theta_{V_k}), \theta_V = \{ \theta_{V_k}, k = 1, ..., k'_V \}
\]

(26)

where \( w_k \) denotes the weight of the \( k \)th distribution, and \( \theta_V \) the parameters of Gaussian component densities of the mixture \( P_V \). The likelihood of the data that belong to \( C'_V \) is given by

\[
L = \prod_{i=1}^{N_V} P_V(\mathbf{x} | \theta_V)
\]

(27)

where \( N_V \) denotes the number of data points that belong to \( C'_V \).

Expectation-Maximization (EM) algorithm is then used to maximize \( L \) and estimate the parameters of \( \theta_V \).

1. Expectation step
\[
y_{ij} = \frac{w_j e^{-\frac{1}{2} (x_i - \mu_j)^T \Sigma^{-1} (x_i - \mu_j)}}{\sqrt{|\Sigma|} (2\pi)^M} \sum_{i=1}^{N_V} y_{ij}
\]

2. Maximization step

\[
w_j = \frac{\sum_{i=1}^{N_V} y_{ij}}{N_V}
\]

\[
\mu_j = \frac{\sum_{i=1}^{N_V} x_i y_{ij}}{\sum_{i=1}^{N_V} y_{ij}}
\]

\[
\Sigma_j = \frac{\sum_{i=1}^{N_V} y_{ij} (x_i - \mu_j)(x_i - \mu_j)^T}{\sum_{i=1}^{N_V} y_{ij}}
\]

These two steps are repeated for \(i = 1, \ldots, N_V\) and \(j = 1, \ldots, k'_V\) until convergence.

4.6 Recognition of new samples

The steps we follow to recognize a test sample are summarized in Algorithm 2.

**Algorithm 2** Recognition of new date samples

**Input:** \(I\): image of the sample being recognized  
**Output:** the variety \(V\) to which the sample belongs

**Begin**

Extract the feature vector \(x\) for \(I\) as explained in Sec. 3.1.

For each variety \(V\) represented by a probability density function (pdf) \(P_V\) having the parameters \(\theta_V = \{\theta_{V_k}, k = 1, \ldots, k'_V\}\),

Calculate \(P_V (x|\theta_V) = \sum_{k=1}^{k'_V} w_k G (x/\theta_{V_k})\)

End For

Assign \(I\) to the variety \(V\) having obtained the highest probability.

**End.**

5 Experiment

To assess the performance of the proposed method, we carry out five experiments, each of which is concerned with a particular aspect. In the first experiment, we evaluate the overall performance of our proposed method. The aim of the second experiment is to measure the processing time required for recognition. The third experiment is devoted to compare our method with three other methods from the state of the art. A fourth experiment is dedicated to test the influence of each of the feature combinations on the recognition outcomes. Finally, a last experiment was conducted in order to compare the performance of the proposed method against the human performance. Before going ahead in reporting our findings, let us first review the experimental setup for evaluating the present method.
5.1 Experimental setup

5.1.1 Dataset

All the experiments were conducted on the collected dataset described in Section 2.

5.1.2 Performance measures

To make a fair comparison with the state of the art methods, we adopt the recognition accuracy as a performance measure. The recognition accuracy for a single variety is defined as:

\[ \text{Accuracy}_v = \frac{\text{Number of correctly recognized samples}}{\text{Number of samples assigned to the variety}} \times 100 \]

The average recognition accuracy over all the varieties is given by

\[ \text{Accuracy}_o = \frac{\sum_v \text{Accuracy}_v}{N}, \]

where \( N \) is the number of varieties.

5.1.3 Experimental conditions

As for the hardware used to perform the experiments, an Intel Core i5-2410 processor with a speed of 2.30 GHz is used along with a memory (RAM) of 4 GB. The experiments were carried out under a Windows 7 Professional 32 bits system.

5.2 Experimental results

5.2.1 First experiment

By referring to Fig. 5, we can see that the proposed method includes two main stages, namely learning and testing. The learning stage, in turn, includes three stages which are features extraction, detecting the optimal number of clusters, eliminating outliers and modeling using the GMM. After the learning process having finished, the testing process is launched in order to assign each test sample to the suitable variety. The present experiment aims to determine the recognition accuracy that can be achieved by the proposed method. To reach such an aim, we follow the steps shown in Algorithm 2. In all the experiments, a 3-fold cross-validation technique is adopted. In one iteration, two folds are used for training, while the rest is devoted for testing. Thus, after 3 iterations, all the samples are tested. For the sake of clarity, we summarize our findings in the confusion matrix shown in Table 2.
First of all, we notice the high recognition accuracy (98.65%) reached by the proposed method in spite of the issues cited above. Those issues are respectively, the existence of outlier samples, large variation, in terms of visual features, within some varieties (as shown in Fig. 2(a), Fig. 2(b) and Fig. 2(c)) and the high visual resemblance between some varieties (as shown in Fig. 3(a), Fig. 3(b) and Fig. 3(c)). Indeed, these issues make the recognition task more complicated, as they potentially lead to confuse some varieties with others.

Nonetheless, we see that in 8 from the 11 varieties, the recognition accuracy was 100%. Those varieties are Ajina, Degla Bayda, Dfar Igat, Dgoul, Litima, Tarmount, Tantbucht and Tinisin, respectively. For Ajina variety, this high rate may be due to its big size compared to the other varieties. Nevertheless, reaching an accuracy of 100% in Tarmount and Tantbucht is, indeed, very encouraging because samples within these varieties are quite similar. In addition, it should be mentioned that the varieties that deeply look alike have achieved high recognition rates. For instance, most samples from Litima and Bayd hamam varieties which cannot, at most, be distinguished even by humans, have successfully recognized (100% and 95.2%, respectively). Moreover, we notice that only one sample from each of Hamarya and Bouaarous varieties has been wrongly assigned to each other. This slight confusion is totally justified by considering the extreme visual resemblance, in terms of shape and color, of some samples belonging to these latter varieties. Despite the fact that fully mature samples from Tinisin are very similar, in terms of color, to those from Dgoul, our method has successfully recognized both of them. Actually, these high rates prove the distinguishing strength of our method and its ability to deal with such confusing varieties.

To demonstrate that removing outliers boosts the learning process and improve the recognition rate, we have examined the proposed method by excluding the outlier removal module. An accuracy of 94.37% has been reached compared to 98.65% which is yielded by removing outliers from training images.

### Table 2: The confusion matrix.

<table>
<thead>
<tr>
<th>Target class</th>
<th>Ajina</th>
<th>Bayd hamam</th>
<th>Bouaarous</th>
<th>Degla Bayda</th>
<th>Dfar Igat</th>
<th>Dgoul</th>
<th>Hamraya</th>
<th>Litima</th>
<th>Tantbucht</th>
<th>Tarmount</th>
<th>Tinisin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ajina</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Bayd hamam</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>95.2%</td>
</tr>
<tr>
<td>Bouaarous</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>95%</td>
</tr>
<tr>
<td>Degla Bayda</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Dfar Igat</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Dgoul</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>95%</td>
</tr>
<tr>
<td>Hamraya</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Litima</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>95%</td>
</tr>
<tr>
<td>Tantbucht</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Tarmount</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Tinisin</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>100%</td>
</tr>
</tbody>
</table>

56.89%
5.2.2 Second experiment

In this experiment, we estimate the processing time needed for recognition. The processing time is amongst the most important criterions to be taken into consideration in assessing recognition systems. This criterion becomes quite crucial for the real-time recognition systems. Table 3 describes the major components of our system and the processing time required by each of them.

Table3: Processing time required by the major components of the proposed system.

<table>
<thead>
<tr>
<th>Component</th>
<th>Processing time (per second and per variety)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Features extraction</td>
<td>10.75 (0.17 per image)</td>
</tr>
<tr>
<td>Detecting the optimal number of clusters</td>
<td>0.14</td>
</tr>
<tr>
<td>Remove outliers</td>
<td>0.16</td>
</tr>
<tr>
<td>Training (GMM+EM)</td>
<td>0.73</td>
</tr>
<tr>
<td>Recognition</td>
<td>0.00034 (for 20 test images)</td>
</tr>
</tbody>
</table>

The processing time required for training is less important than that of testing because the first is performed offline, while the second is performed online. By summing up the values in Table 3, we find that only 7.83 sec (i.e., (0.17 x 40) + 0.14 + 0.16 + 0.73)) is needed to train one variety (i.e., 86.13 sec to train the 11 varieties). To recognize a sample, two processes are needed, features extraction which cost 0.17 seconds for one image and recognition, which cost 0.00001 sec (i.e., 0.00034/20). Hence, our proposed method would satisfy the exigencies of a real-time recognition system.

5.2.3 Third experiment

Although, as mentioned before, the studies concerned with date recognition are very scarce, we devote this experiment to compare the proposed method with three others, which are proposed in [15], [16] and [17]. Table 4 outlines the three methods and their experimental settings.

Table 4: Experimental settings of the related methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weber Local Descriptor (WLD), Local Binary Patterns (LBP)</td>
<td>Color mean and standard deviation (from the 3 RGB channels), Area, Perimeter, Eccentricity, Major and Minor axis length, Entropy (from the 3 RGB channels) and Energy measures extracted from the Grey-Level Co-occurrence Matrix (GLCM)</td>
<td>Color mean and standard deviation, for each of the three RGB channels</td>
</tr>
<tr>
<td>Classifier</td>
<td>Support Vector Machine (SVM)</td>
<td>Artificial Neural Network (ANN)</td>
<td>Probabilistic Neural Network (PNN)</td>
</tr>
<tr>
<td>Size of the used dataset</td>
<td>200 images</td>
<td>140 images</td>
<td>200 images</td>
</tr>
<tr>
<td>Number of varieties</td>
<td>4</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

From the table above, we can observe the substantial differences between our experimental settings and those of the mentioned methods. First, the number of images used in each of them is very limited, which is practically insufficient to really investigate the method performance. Second, the
number of varieties is too little, while, in real life practical applications much more others have to be recognized. Table 5 shows the average recognition accuracy yielded by each method.

Table 5: Average recognition accuracy yielded by each method.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy (%)</td>
<td>55.44</td>
<td>93.83</td>
<td>73.20</td>
<td>94.37</td>
<td>98.65</td>
</tr>
</tbody>
</table>

From Table 5, we notice that the proposed method (by including the outlier removal module) has significantly outperformed the methods in [15] and [17] with 43.21% and 25.45%, respectively. In addition, it exceeds the method in [16] with 4.82%. The noticeable difference in the recognition accuracy between the previous methods and ours can be attributed to several reasons. First of all, we believe that the main reason behind that is the inability of these methods to properly deal with the emerging challenges from the dataset we introduced in this paper. Those methods aren’t capable to deal with the confusing varieties as well as the large variation within some varieties. Besides, they don’t take into account the presence of outlier samples, which could decrease the recognition accuracy. We observe also that even by excluding the outlier removal module, the proposed method has outperformed the competing methods, which prove its superiority.

To check the above interpretations, we report the accuracy per variety yielded by each method, as shown in Fig. 7. For the method in [16], we note that the lowest accuracies are yielded by Degla bayda, Dfar Igat, Bouaarous, Tarmount and Hamraya varieties. Similarly, in the method in [17], we observe that the lowest accuracies are those yielded by Dfar Igat, Bayd hmam, Tarmount and Litima. Thus, the problem arises with the varieties having roughly the same visual characteristics. Therefore, these methods failed to distinguish between the highly similar varieties, which confirms our interpretations. For the method in [15], the accuracies yielded by most of the varieties are relatively low, which may be because of the lack of color descriptors with the used features.

Fig. 7: The recognition accuracy, per variety, yielded by each method.
5.2.4 Fourth experiment

The current experiment aims to examine the recognition strength of each of the features we have used. The accuracy per variety yielded by each feature combination is shown in Fig.8. The first note we can make is that the fusion of all the features has yielded, in most varieties except Hamaraya and Bouaarous, the highest accuracy. The strong visual resemblance between these two varieties makes very difficult to distinguish them from each other. By taking a look on the confusion matrix, we can see that one sample from each of the varieties has misclassified to each other. Color features have shown a well performance for most of the varieties, which proves the ability of color as decisive features. However, color features have yielded a comparatively low accuracy for Dfar el-gat (78.11%) because using color alone is not enough to distinguish this variety from the deeply similar varieties like Degla Bayda. For the GLCM, we note that the accuracy scored in most varieties is relatively low. As instance, the accuracy for Bayd hnam was 48.14%, which can be explained by the fact that texture of this latter variety is analogous with that of some others such as Litima. Meanwhile, GLCM has reached an accuracy of 86.45% in Bouaarous variety.

![Fig. 8: The recognition accuracy, per variety, yielded by each combination.](image)

Shape features have performed well in some varieties such as Tarmount (94.26%), but fail in some others such as Dfar el-gat (40.08%), as samples appertaining to this variety could be confused with other samples, from the other varieties, having roughly the same shape and size.

Table 6 shows the average accuracy of each combination. From this table, we observe that the lowest accuracy is that of the GLCM (63.54%). Meanwhile, color features have demonstrated their importance by reaching an average accuracy of 89.84%. In addition, combination of color with shape has yielded better than the combination of color with the GLCM. By combining all the features we gain a recognition rate of 98.65%.

Table 6: Average recognition accuracy yielded by each combination.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Color</th>
<th>GLCM</th>
<th>Shape</th>
<th>Color+GLCM</th>
<th>Color+Shape</th>
<th>GLCM+Shape</th>
<th>All features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy (%)</td>
<td>89.84</td>
<td>63.54</td>
<td>75.18</td>
<td>92.71</td>
<td>96.19</td>
<td>79.41</td>
<td>98.65</td>
</tr>
</tbody>
</table>
5.2.5 Fifth experiment

The present experiment is carried out to compare the performance of the proposed method against that of the humans in recognizing date fruit varieties. For this end, we have asked 9 different persons to recognize 11 date samples (Fig. 9), where each sample belongs to a particular variety. We have restricted ourselves to 11 samples because it is boring for persons to exhaustively recognize a big number of samples.

Fig. 9: The 11 samples used for test the human performance.

Fig. 10 shows the accuracy, per variety, yielded by our method compared to human performance. It should be mentioned that the average precision for the human recognition is 91.91% compared to 98.65% for the proposed method. From Fig.10, we can see that the proposed method has outperformed the human performance in certain varieties, which is not the case for certain others. For example, for both Bayd hmam and Litima varieties, the precision yielded by our method was higher than that of humans. This is because, as we have already mentioned, humans confuse those two varieties with each other. This confusion arises because of the strong visual resemblance between the two varieties. At the opposite, we observe that humans have successfully distinguished Degla bayda from Dfar el-gat in spite of the strong visual resemblance between the two varieties. For some other varieties such as Tinisin, we observe that both humans and the proposed method have successfully recognized test samples.

Fig. 10: The recognition accuracy, per variety, yielded by our method compared to human performance
6 Conclusion

In this paper, we have proposed a method for automatic date fruit recognition. Specifically, we prune training samples of each variety from outlier samples which could negatively affect the recognition results. For this purpose, we have used the Pruning Local Distance-based Outlier Factor (PLDOF) method. Samples appertaining to the same variety may significantly differ in terms of visual characteristics. In order to take this intra-variation into account, we have represented each variety with Gaussian Mixture Model, where each component corresponds to one visual appearance. Since the number of components per GMM greatly affects the recognition accuracy, Davies-Bouldin index has been adopted to estimate it with precision. Our proposed method makes several noteworthy contributions to the literature. First, it is capable to recognize samples in different maturity stages and to distinguish between the deeply confusing varieties. Second, it is able to alleviate the negative effect of outlier samples. Third, it is fully automatic because neither human involvement nor physical measurements are needed. Fourth, it is computationally fast, as it has been shown in the experiments. To investigate the performance of the proposed method, we have introduced a new date benchmark that made up of 660 samples from 11 varieties. Experimental results prove the capability of the proposed method in recognizing date samples in spite of the challenges mentioned above. In addition, experimental results showed that our method has significantly outperformed several methods from the state of the art. In a future work, one can investigate the performance of our method in date grading i.e., classifying samples belonging to the same variety into different grades. Another idea to be investigated is the use of other image acquisition instruments e.g., infrared and ultraviolet in order to capture information outside of the visible range.
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